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Multi-talker speech intelligibility requires successful separation of the target speech from background 
speech. Successful speech segregation relies on bottom-up neural coding fidelity of sensory 
information and top-down effortful listening. Here, we studied the interaction between temporal 
processing measured using Envelope Following Responses (EFRs) to amplitude modulated tones, and 
pupil-indexed listening effort, as it related to performance on the Quick Speech-in-Noise (QuickSIN) 
test in normal-hearing adults. Listening effort increased at the more difficult signal-to-noise ratios, 
but speech intelligibility only decreased at the hardest signal-to-noise ratio. Pupil-indexed listening 
effort and EFRs did not independently relate to QuickSIN performance. However, the combined effects 
of both EFRs and listening effort explained significant variance in QuickSIN performance. Our results 
suggest a synergistic interaction between sensory coding and listening effort as it relates to multi-
talker speech intelligibility. These findings can inform the development of next-generation multi-
dimensional approaches for testing speech intelligibility deficits in listeners with normal-hearing.
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Everyday listening in multi-talker environments involves a complex interplay between the neural encoding of 
acoustic information, and the top-down influences of cognitive factors that contribute to effortful listening. 
Current clinical assessments of hearing impairments place heavy emphasis on peripheral auditory function 
and far less on the sequelae of neural coding that follows cochlear transduction and hence are inadequate in 
capturing this inherently multi-dimensional process. The standard audiological battery is not sensitive enough 
to capture listening difficulties that are reported by 5–10% of patients who seek help at the audiology clinic, yet 
present with normal hearing thresholds1–3.

Deficiencies in neural encoding of afferent sensory information within the auditory pathway reflects a 
complex mixture of degeneration and compensation at successive stations of auditory processing. Sensory 
degenerations, such as the loss of outer hair cells or strial function, can manifest as an increase in hearing 
thresholds. However, cochlear neural deafferentation caused by the loss of inner hair cells, spiral ganglion cells 
or the synapses between the inner hair cells and the auditory nerve are prevalent but remain ‘hidden’ to current 
clinical tests4–9. Peripheral deafferentation is often accompanied by compensatory neural plasticity, or a relative 
increase of activity in central auditory structures10–13. Although this increased central ‘gain’ may benefit listening 
in quiet environments, it is likely maladaptive for listening in noise14.

In animal models, changes in peripheral neural encoding and the resultant compensatory gain can be 
measured by directly assessing relative neural activity in ascending auditory structures10,13–15. However, 
in humans, indirect measurements of central gain are typically acquired using auditory evoked potentials - 
ensembles of neural activity to sound recorded at the scalp16,17. One such auditory evoked potential is the 
envelope following response (EFR). EFRs reflect steady-state potentials evoked by the neural synchronization, 
or phase-locking, to an auditory stimulus amplitude envelope18,19. The phase-locking capabilities of neurons are 
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biophysically constrained, such that the upper limit of phase-locking decreases along the ascending auditory 
pathway. Specifically, the upper limit of phase-locking at cortical regions of the auditory pathway are ~ 80 Hz, 
while phase-locking limits of the auditory nerve exceed ~ 1000  Hz (see for review20). By exploiting these 
divergent phase-locking limits of the auditory pathway, EFRs to stimuli with different temporal modulations of 
the amplitude envelope can emphasize cortical, midbrain, and brainstem sources8,18,19,21–23. Hence, by comparing 
EFRs to fast temporal modulation rates and EFRs to slower temporal modulation rates, one can ideally obtain a 
picture of auditory temporal processing abilities along the entire auditory neuraxis.

In addition to the fidelity of sensory encoding, multi-talker speech intelligibility involves the recruitment 
of additional cognitive resources that are diverted to assist with listening24. This intentional reallocation of 
cognitive resources, broadly referred to as listening effort, can be indexed using task-related changes in pupil 
diameter24–26. Increases in task-related pupil size have been associated with cognitive processes, task difficulty, 
arousal, and speech intelligibility27–33. In a prior study, we measured pupil-indexed listening effort while 
participants identified spoken streams of monosyllabic digits, which are devoid of linguistic context, in the 
presence of multiple competing digit streams2. Changes in pupil diameter during listening were modulated by 
task difficulty and related to behavioral outcomes. However, it remains unclear the extent to which increases in 
listening effort change with added linguistic context, and the extent to which these top-down cognitive processes 
interact with sensory encoding in the auditory pathway.

In the current study, we demonstrate that EFRs can be reliably measured to a variety of modulation frequencies 
to emphasize complementary neural generators along the ascending auditory pathway in a cohort of young 
adults with normal hearing thresholds. Further, pupil-indexed listening effort was modulated by task difficulty 
in participants performing the Quick Speech in Noise test (QuickSIN34), a clinically relevant multitasker speech 
intelligibility task with moderate linguistic and contextual cues. Finally, using a multivariate regression model, 
we show that bottom-up sensory coding and top-down listening effort provide complementary contributions to 
multi-talker speech intelligibility.

Results
EFRs can be reliably measured to assess auditory temporal processing for modulation 
frequencies up to 1024 Hz in humans
We first examined the extent to which EFRs could be reliably recorded for the range of modulation frequencies 
used in this study. EFR amplitudes exhibit a low-pass shape as modulation frequency increases, such that the 
temporal modulation transfer function decreases logarithmically. Yet, studies in animal models suggest that 
EFRs to modulation frequencies in the 500–1000 Hz AM region can still be recorded reliably above the noise 
floor8,19. Here, we sought to determine if the same was true for humans with our recording setup. Figure  1 
shows the AM stimuli (Fig. 1A), the grand averaged EFR responses in the time domain (Fig. 1B) and the grand 
averaged FFT spectra of these EFRs in the frequency domain (Fig. 1C). All four modulation frequencies used 
in this study exhibited robust EFRs, observed both in the time domain, and more clearly, in the frequency 
domain. In the frequency domain the peaks at modulation frequency were significantly above the noise floor. A 
quantification of the signal to noise ratio (SNR) revealed an average SNR of approximately 6 dB (M = 6.252 dB, 
SD = 0.850 dB) across all modulation frequencies tested (Fig. 1D), suggesting that we can reliably record EFRs 
within this range in our participant population.

Multi-channel acquisition suggests that EFRs can be utilized to evaluate the relative neural 
activity from peripheral and central auditory regions
We then sought to confirm that EFRs to various modulation frequencies do in fact emphasize complementary 
neural generators along the auditory pathway, by leveraging our multichannel approach and comparing EFRs 
across various electrode montages. The schematic for the hypothesized rationale is displayed in Fig. 2A. Neural 
generators are indicated by circles whose sizes correspond to size of the auditory nuclei, with cortical generators 
having the largest size (orange), and peripheral generators having the smallest (purple). The three electrode 
montages we compared EFRs across were: (1) Fz to ipsilateral tiptrode placed in the stimulated ear (Fz-R), (2) 
ipsilateral tiptrode to the contralateral tiptrode placed in the unstimulated ear (L-R), and (3) Fz to contralateral 
tiptrode (Fz-L). The Fz-R montage should capture contributions from all auditory generators along the ascending 
pathway23,35. The L-R montage should capture peripheral generators while de-emphasizing cortical generators 
due to the distance the volume conducted signal needs to pass through to be captured by the electrode35,36. The 
Fz-L montage should capture central generators while de-emphasizing ipsilateral (to the sound presentation) 
peripheral generators for the same reason above. This hypothesis was supported by the comparative EFRs shown 
in Fig. 2B, plotted both as absolute amplitude (left column) and relative change in amplitude compared to the 
Fz-R condition (right column).

EFRs to 40 Hz AM had the highest response amplitudes in the Fz-R montage, relative to Fz-L (β = − 0.047, 
t = −2.785, p = .009) and L-R montages (β = − 0.081, t = −4.769, p < .001). Response amplitudes significantly 
decreased by about 30% in the Fz-L montage (M = 0.110, SD = 0.061) relative to the Fz-R montage (M = 0.157, 
SD = 0.083), presumably due to the loss of contributions from subcortical areas. Response amplitudes were 
further reduced by approximately 40% in the L-R horizontal montage (M = 0.076, SD = 0.044) relative to the 
Fz-R montage. At 110 Hz AM rate, EFR amplitudes at Fz-R did not significantly differ from EFR amplitudes 
in the L-R montage (β = 0.009, t = 1.329, p = .194) nor Fz-L montage (β = 0.004, t = 0.558, p= .581). The similar 
EFR amplitudes at 110 Hz across montages was consistent with the idea that ~ 110 Hz AM reflects a mixture of 
contributions from cortical and subcortical generators37,38, and as such would not differ significantly between 
electrode montages. EFRs to faster AM rates (i.e., 512 and 1024  Hz) demonstrated changes in amplitudes 
consistent with generators originating from more peripheral neural sources. EFR amplitudes for 512 Hz AM rate 
were significantly higher in the L-R montage (β = 0.006, t = 3.314, p = .003) relative to the Fz-R montage, though 
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EFR amplitudes did not differ between Fz-R and Fz-L montages (β = − 0.003, t = −1.318, p = .198). Trends seen 
at 512 Hz were amplified for 1024 Hz AM, where EFR amplitudes in the Fz-R montage were greater than Fz-L 
montage (β = − 0.004, t = −5.139, p < .001) but did not differ from amplitudes in the L-R montage (β < 0.001, 
t = 0.285, p = .777), suggesting more distal neural generators in the peripheral auditory pathway.

Taken together, these results suggest that EFRs to varying AM rates emphasize peripheral versus central 
neural generators. Further, the Fz-R montage was best suited among our montages to capture EFRs along the 
entire auditory neuraxis for all AM rates.

Young listeners with normal audiometric thresholds exhibited substantial variability in both 
EFR amplitudes and speech perception in noise
Participants demonstrated individual differences in EFR amplitudes in the Fz-R montage and the shape of the 
temporal modulation transfer function (i.e., EFR amplitudes as a function of AM rate; Fig. 3A; Table 1). To obtain 
a single metric of the temporal modulation transfer function per participant, we used a growth curve analysis 
(GCA39) to calculate an EFR slope across all four AM rates (Fig. 3B). Growth curve analysis uses orthogonal 
polynomial time terms to model change over time, which can be used to estimate the temporal modulation 
transfer function from peripheral to central generators. EFR amplitudes follow a low-pass shape as a function 
of increasing modulation frequency23,40. Hence, we expect EFR slopes to be negative in direction (Fig.  3A). 
Steeper slopes (i.e., more negative), would indicate greater change from peripheral to central generators, while 
flatter slopes would suggest lesser relative increases in amplitudes from peripheral to central generators. We 
then used individual participant EFR slopes to compare the EFRs to other measures across this study. Mean 
centered EFR slopes ranged from − 0.142 to 0.389. These data suggested that there was substantial variability in 
EFR amplitudes across AM rates, even in young adults with normal audiometric thresholds. Presumably, this 
variability in EFR amplitudes reflects individual differences in the encoding of temporal information along the 
ascending auditory pathway.

We then examined speech perception in noise using QuickSIN, a clinically used multi-talker speech 
intelligibility task with moderate contextual and linguistic cues (Fig. 3C). Each participant’s speech perception in 
noise score was calculated as the proportion of correct keywords identified per SNR level across all four test lists. 

Fig. 1.  EFRs can be reliably recorded up to modulation frequencies of 1024 Hz. (A) Time domain stimulus 
waveforms of the AM tones used in this study. The carrier used was 3 kHz, the modulation depth was 100% 
and the AM rates were 40 Hz, 110 Hz, 512 Hz and 1024 Hz. (B) Time domain grand averaged EFRs for each 
modulation frequency collected for all participants from this study. The neural response ‘follows’ the stimulus 
amplitude envelope shown in A, most clearly seen for the slower modulation frequencies. (C) Responses in 
(B) transformed to the frequency domain using a fast-Fourier transform exhibits clear peaks at all modulation 
frequencies tested in this study. (D) Signal to noise ratio of EFR peaks in the frequency domain for all 
participants and all modulation frequencies suggests an average SNR of 6 dB across all modulation frequencies.
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Clinical scores ranged from − 4 to 1.25 dB SNR loss, which were all within clinically normal limits34. However, 
behavioral performance at SNR 0 dB was significantly lower than performance at the easier SNRs of 20, 15, 10, 
and 5 dB (ps < 0.001, Linear mixed-effects model, Fig. 3C; Table 2). On average, participants had near-perfect 
performance for SNRs at 20, 15, 10 and 5dB, ranging from an average of 99% at SNR 20 to an average of 94% at 
SNR 5. Performance at these SNRs between 20 and 5 dB did not significantly differ from one another (ps > 0.05, 

Fig. 2.  Electrode montage configurations emphasize complementary neural generators. (A) Schematic of 
active and reference electrode placement of three montage configurations: Fz to Right-tiptrode (Fz-R), Left-
tiptrode to Right-tiptrode (L-R), and Fz to Left-tiptrode (Fz-L). The shaded circles represent the auditory 
nuclei that generate these responses, with circle size reflecting the size of the generators. (B) Left: Average 
envelope following responses (EFR) amplitudes for each AM rate and each montage configuration. Right: The 
percent change in EFR amplitude at each AM rate for L-R and Fz-L configurations, relative to Fz-R.
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Table 2). Performance dropped significantly for most participants at the most challenging SNR of 0 dB, and this 
drop in performance was statistically significant (ps < 0.001, Table 2). Performance at the most challenging SNR 
also varied widely, with percent correct ranging from 10 to 90% in our participants (M = 40.3%, SD = 20.4%). 
These results suggest that while young listeners performed near ceiling at easier listening conditions, there was 
significant individual variability under challenging listening conditions, despite normal audiometric thresholds.

Finally, we explored if there were any correlations between performance on QuickSIN and neural encoding 
metrics obtained from the EFRs. QuickSIN performance at 0 dB SNR did not significantly correlate with EFR 
amplitudes at 40 Hz (rho = 0.180, p = .496), 110 Hz (rho = − 0.067, p = .813), 512 Hz (rho = 0.120, p = .678), or 
1024 Hz (rho = 0.240, p = .380). Further, QuickSIN performance at 0 dB SNR did not significantly correlate with 
the EFR slope metric (Fig. 3D). These results suggest that there was no direct, linear relationship between the 
EFR bottom-up measures of sensory encoding and QuickSIN performance within our participant population.

Contrast Estimate SE t-value P

SNR 0 vs. SNR 5 − 0.534 0.033 −16.198 < 0.001 ***

SNR 0 vs. SNR 10 − 0.581 0.033 −17.618 < 0.001 ***

SNR 0 vs. SNR 15 − 0.578 0.033 −17.524 < 0.001 ***

SNR 0 vs. SNR 20 − 0.588 0.033 −17.808 < 0.001 ***

SNR 5 vs. SNR 10 − 0.047 0.033 −1.421 0.268

SNR 5 vs. SNR 15 − 0.044 0.033 −1.326 0.271

SNR 5 vs. SNR 20 − 0.053 0.033 −1.610 0.225

SNR 10 vs. SNR 15 0.003 0.033 0.095 0.925

SNR 10 vs. SNR 20 − 0.006 0.033 −0.189 0.925

SNR 15 vs. SNR 20 − 0.009 0.033 −0.284 0.925

Table 2.  Multiple comparisons from a linear mixed effects model examining QuickSIN performance. p-values 
were adjusted using the Benjamini-Hochberg Procedure.

 

Fixed Effects Estimate SE t-value p-value

Intercept −1.604 0.016 −99.00 < 0.001 ***

ot1 −0.966 0.032 −30.12 < 0.001 ***

Table 1.  Fixed effect estimates for model of EFR amplitudes across amplitude modulation rates 
(observations = 62). ***p < .001. Growth curve model: lmer(EFR Amplitude (log) ~ ot1 + (0 + ot1|participant), 
control = lmerControl(optimizer = ‘bobyqa’), REML = FALSE).

 

Fig. 3.  Young listeners with normal hearing thresholds exhibit substantial individual differences in EFRs 
and speech perception in noise. (A) Temporal modulation transfer function with EFR amplitudes at each 
modulation rate. Individual participant lines are denoted in gray. (B) Distribution of individual EFR slope 
estimates for each participant. (C) Proportion of keywords identified correctly across four QuickSIN lists for 
each SNR level. Solid line and points denote average performance across all participants. Smaller points denote 
individual participant scores. QuickSIN performance significantly drops from SNR 5 to SNR 0 dB. (D) The 
scatterplot reveals a non-significant correlation between EFR slope estimates and QuickSIN scores at signal-to-
noise ratio (SNR) 0 dB.
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Increases in listening effort are evident prior to changes in behavioral thresholds
Given the lack of a correlation between the EFRs and performance at SNR 0 on QuickSIN, we then asked whether 
top-down measures of listening effort changed with SNR and if those changes were more indicative of QuickSIN 
performance. Isoluminous task related changes in pupil diameters were measured as participants completed the 
task at various SNR levels (Fig. 4A). Pupillary responses increased after babble onset and during the presentation 
of the stimuli. We used a GCA to calculate the change in the pupillary response over time during listening, time-
locked to target speech onset (i.e., 3 s after babble onset). Pupil sizes were modulated by SNR level, with SNR 0 
and SNR 5 showing the fastest change in pupil size in our study population (Table 3; Fig. 4B). This suggests that 
these SNR levels required the greatest amount of listening effort compared to the others in our study.

Contrasts Estimate SE t-value p-value

SNR 0 vs. SNR 5 3.344 1.498 2.232 0.064

SNR 0 vs. SNR 10 5.853 1.474 3.971 0.001 **

SNR 0 vs. SNR 15 4.643 1.474 3.150 0.006 **

SNR 0 vs. SNR 20 4.590 1.474 3.114 0.006 **

SNR 5 vs. SNR 10 2.509 1.498 1.674 0.188

SNR 5 vs. SNR 15 1.298 1.498 0.867 0.457

SNR 5 vs. SNR 20 1.246 1.498 0.831 0.457

SNR 10 vs. SNR 15 −1.210 1.474 −0.821 0.457

SNR 10 vs. SNR 20 −1.263 1.474 −0.857 0.457

SNR 15 vs. SNR 20 −0.053 1.474 −0.036 0.971

ot1 x SNR 0 vs. SNR 5 0.026 0.014 1.905 0.081

ot1 x SNR 0 vs. SNR 10 0.080 0.014 5.878 < 0.001 ***

ot1 x SNR 0 vs. SNR 15 0.071 0.014 5.190 < 0.001 ***

ot1 x SNR 0 vs. SNR 20 0.071 0.014 5.211 < 0.001 ***

ot1 x SNR 5 vs. SNR 10 0.054 0.014 3.877 < 0.001***

ot1 x SNR 5 vs. SNR 15 0.044 0.014 3.200 0.002 **

ot1 x SNR 5 vs. SNR 20 0.045 0.014 3.221 0.002 **

ot1 x SNR 10 vs. SNR 15 −0.009 0.014 −0.688 0.561

ot1 x SNR 10 vs. SNR 20 −0.009 0.014 −0.667 0.561

ot1 x SNR 15 vs. SNR 20 < 0.001 0.014 0.021 0.983

Table 3.  Multiple comparisons contrasts for the GCA for overall change in the pupillary responses between 
SNR levels and the slopes of the pupillary responses. **p < .01; ***p < .001. p-values were adjusted using the 
Benjamini-Hochberg procedure.

 

Fig. 4.  Pupillary responses to QuickSIN show significant changes in listening effort with increasing SNR 
difficulty. (A) Schematic of experimental design. Subjects watched a fixation point and had changes in 
their pupil diameters measured while listening to QuickSIN sentences. (B) Grand-averaged raw pupillary 
responses to QuickSIN at each SNR level time-locked to the onset of the target speaker. (C) Average QuickSIN 
performance (right y-axis) at each SNR level in gray, overlaid with the average pupillary slope (left y-axis) 
at each SNR level in black. Individual participant QuickSIN scores and pupillary slopes are denoted by 
lighter circles and triangles, respectively. Listening effort, as measured by the pupillary slopes, at SNR 5 dB 
significantly increased while QuickSIN performance remained near ceiling, yet the increase in listening effort 
at SNR 0 dB was not associated with better performance at SNR 0 dB (orange square).
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Individual participant’s pupillary slopes at each SNR were then extracted from the random effect of the GCA. 
Overlaying the average pupillary slopes at each SNR against task performance, we found that pupillary slopes 
were relatively flat for SNRs 20, 15 and 10 dB where task performance was near ceiling (Fig. 4C). Interestingly, 
pupillary slopes were significantly greater at SNR 5 dB relative to SNR 10, SNR 15, and SNR 20 (Table 3), even 
though performance was still near ceiling (Table 2). There was another increase in the steepness of the slope at 
SNR 0, where QuickSIN scores also dropped significantly, although the difference in the slopes between SNR 
5 and SNR 0 was not statistically significant after correcting for multiple comparisons (p = .081). While these 
data suggest that an increase in task difficulty co-occurred with an increase in listening effort as indexed by 
pupillometry, it is interesting to note that pupillometric changes were not necessarily reflective of behavioral 
performance outcomes. The increase in the pupillary slope at SNR 5 suggests an increase in listening effort 
that was enough to maintain near-ceiling performance, but the increase in listening effort at SNR 0 did not 
counteract the detrimental effects of noise, resulting in a decreased performance relative to easier SNRs.

Sensory coding measures and listening effort provide complementary contributions to the 
variance in speech perception in noise
Given the results seen above, we focused further analyses on the most challenging two SNRs – (1) SNR 0 
where effort increased but performance dropped, and (2) SNR 5 where performance was near-ceiling, but 
effort increased. Individual participant pupillary slopes at SNR 0 were not significantly correlated with task 
performance at 0 dB SNR (Fig. 5A) or 5dB SNR (rho = −0.030, p = .917). Additionally, these pupillary responses 
at SNR 0 were not significantly correlated with individual EFR amplitudes (40 Hz: rho = 0.07, p = .795; 110 Hz: 
rho = −0.120, p = .666; 512 Hz: rho = −0.120, p = .657; 1024 Hz: rho = −0.380, p = .144;) or EFR slope (Fig. 5B). 
These data suggest that there was no direct relationship between the neural encoding measures, listening effort, 
and multi-talker speech intelligibility within our participant population.

To probe the potential synergistic effect between sensory coding and listening effort, we used a forward and 
backward stepwise regression to calculate the variance explained by EFRs and pupil diameters (i.e., effort) on 
performance in the QuickSIN task. For multi-talker speech performance at SNR 0, the stepwise linear regression 
revealed that EFR slope alone ( SpIN SNR 0 ∼ EF R) provided the best model fit, with an Adjusted-R2 = 
0.133 and Akaike information criteria (AIC) = −3.922. This suggests that EFR slopes explained approximately 
13.25% of the variance in QuickSIN performance at SNR 0. However, this best-fit model was not statistically 
significant (F(1,14) = 3.292, p = .091). The regression steps that included only pupillary slope at SNR 0 or the 
combination of pupillary slopes at SNR 0 and EFR slope explained 1.8% (AIC = −1.936) and 14.3% (AIC = 
−3.301) of the variance in QuickSIN at SNR 0, respectively and were also not statistically significant models 
(Fig. 5C). These results suggest that the pupillary slopes at SNR 0 did not contribute significantly to the variance 
in task performance at that SNR.

We then asked whether effort at SNR 5, when performance was still near ceiling, was a better predictor of 
performance at SNR 0. When we constructed the stepwise regression model to explain performance at 0 dB SNR 
with just the pupillary slope at SNR 5 instead of the pupillary slope at SNR 0, it revealed that the combination 
of pupillary slope at SNR 5 and EFR slopes were the best fit model (AIC = −49.333). This best-fit model was 
statistically significant (F(2,12) = 3.92, p = .049) with a moderate effect size (f2 = 0.653) and 69.2% power. The 
intermediary step with just pupillary slope at SNR 5 explained 18.7% of the variance in QuickSIN at SNR 0 
(AIC = −3.437). The addition of EFR slopes to this model increased the Adjusted-R2 to 29.4% and an AIC of 
− 4.765, yielding the best fit model. Hence, these results suggest that sensory neural encoding and listening effort 

Fig. 5.  Pupillary slopes and the slope of envelope following responses (EFR) significantly contribute to multi-
talker speech intelligibility. (A) Pupillary slopes at SNR 0 dB (mean centered) are not associated with QuickSIN 
performance at SNR 0 dB. (B) Scatterplot between envelope following response (EFR) slopes and pupil slopes 
at SNR 0 dB. (C)A stepwise regression measuring the variance explained (Adjusted-R2) of QuickSIN at SNR 
0 dB revealed incremental improvement with the combination of both EFR slope and pupil slope at SNR 0 
dB (dashed line). A second stepwise regression showed an even greater increase in the variance explained in 
QuickSIN at SNR 0 dB when including the pupil slope at SNR 5 dB (solid line).
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provided complementary contributions to the overall variance explained in speech perception in noise. Further, 
the amount of listening effort required to maintain performance at the relatively easier SNR 5 is a better indicator 
of an individual’s multi-talker speech intelligibility at the more challenging SNR 0.

Discussion
Speech intelligibility is an inherently multi-dimensional process that includes exquisite interactions between 
sensory-motor systems, language networks, and top-down attentional networks that include cognition and 
arousal41–51. A combination of influences due to diverse factors such as peripheral hearing thresholds, cochlear 
health, central auditory processing, arousal state, cognitive status, current emotional status, and familiarity with 
context of the conversation affects multi-talker speech intelligibility48,52–58. Studies that probe the individual 
effects of these factors by carefully controlling for as many of these factors as possible can only explain a small 
part of the overall individual variance in speech perception performance. Here, we explored the synergistic 
contributions of two factors affecting multi-talker speech intelligibility – bottom-up sensory coding fidelity to 
temporally modulated sounds that was indexed using EFRs and top-down cognitive load that was indexed using 
pupillometry. We found that although these two factors individually contributed to only a small percentage 
of the overall variance in our multi-talker speech task, they combined synergistically to explain a significant 
portion of the variance in performance on our task (Fig.  5C). These results are a first step towards a multi-
dimensional approach to understanding speech perception in noise.

EFRs have been used in multiple studies to assess neural coding to the temporally modulated stimulus 
amplitude envelope40,51,59–63. The neural generators of EFRs evoked to speech sounds, also referred to more 
generically as the frequency-following response, have been a subject of recent debate. Historically considered 
to have primarily subcortical generators, recent evidence suggests a larger cortical contribution to these 
responses64–68. In contrast, EFRs evoked to simpler sinusoidally amplitude modulated tones have long been 
known to emphasize cortical or subcortical generators depending on the AM frequency used, with slower 
(< 40 Hz) AM rates thought to emphasize cortical generators, and faster (100–300 Hz) AM rates thought to 
emphasize subcortical generators18,21,69. Recent studies also suggest much faster AM rates to be sensitive to 
peripheral neural degeneration, potentially stemming from the auditory nerve8,19,70. These differential neural 
generators are possibly due to a fundamental biophysical property of the neurons within the auditory pathway, 
wherein the phase-locking abilities of the auditory nerve neurons extend up to approximately 2000 Hz, but this 
upper limit gradually decreases along the afferent pathway to about 80 Hz in the auditory cortex20.

While human studies only use a few modulation rates due to limitations of recording time, animal studies 
have systematically characterized these EFR generators using lesioning, anesthesia or peripheral nerve 
damage8,19,23,69. Human studies also typically do not use modulation rates faster than ~ 300 Hz, as the decrease 
in EFR amplitudes with rate is logarithmic, reaching very small amplitudes at faster rates. Here, through a 
combination of high sampling rate, ear-canal electrodes, and a low recording noise floor, we demonstrated that 
we can reliably record EFRs to AM rates up to 1024  Hz in young listeners with normal hearing thresholds 
(Fig. 1). We further compared EFRs across multiple electrode montages to support the idea that faster AM rates 
emphasize more peripheral generators (Fig. 2). Our findings are in agreement with previous human and animal 
model studies that used similar multi-channel approaches to determine EFR generators23,35,36,71–73. We further 
used a GCA to determine the slope of EFR change with modulation frequency, providing a metric for assessing 
temporal processing along the ascending auditory pathway (Fig. 3A-C). This slope metric also has the added 
benefit of minimizing inter-subject variability due to recording factors such as head size or electrode impedance, 
as they are normalized within subject by design. There was a trend for steeper EFR slopes to be associated with 
poorer QuickSIN performance at 0 dB SNR (Fig. 3D), though this was not statistically significant. Because EFR 
slopes may be affected by both peripheral neural coding and potential compensatory central gain, future studies 
will explore the roles of these individual contributors to speech in noise intelligibility in a larger sample.

Individuals showed significant variability in performance on QuickSIN, particularly at the most challenging 
SNR of 0dB, despite being young and having clinically normal hearing thresholds (Fig.  3D). QuickSIN is 
clinically used to primarily assess speech perception in noise abilities in listeners with hearing loss, using open-
set sentences with linguistic context masked in multi-talker babble34. However, adults with normal hearing can 
still show a large variability in QuickSIN performance74. Clinical assessment of QuickSIN assesses SNR loss, 
or the SNR level at which listeners can achieve 50% accuracy34, which may mask performance variability at 
specific SNR levels in adults with normal hearing. Here, we specifically examined QuickSIN performance at 
individual SNR levels to examine how listening effort changed with increasing listening difficulty. Our QuickSIN 
scores are consistent with prior research showing similar variability in multi-talker speech intelligibility in adults 
with normal hearing using a digits task consisting of a target speaker and two competing co-localized speakers 
producing speech streams of a closed set of monosyllabic numbers devoid of linguistic context2. Language 
experience can also impact speech in noise intelligibility75, but all participants in this study were self-reported 
fluent speakers of English. Additional information on other language experience was not collected, yet if language 
experience was a significant factor in QuickSIN performance, we would expect to see greater variability at other 
SNR levels besides 0 dB and QuickSIN dB SNR losses outside the normal range.

Listening effort, assessed using pupillometry, increased with more challenging SNRs on QuickSIN, with SNR 
0 and SNR 5 resulting in the greatest change in pupil diameter. Pupillometry has rapidly gained prominence 
as a tool to assess cognitive load and effortful listening, which is modulated by task difficulty, cognitive status 
and hearing acuity31,48,76–80. The precise neural pathways that induce pupillary changes during listening is still 
under study, but it is hypothesized to be mediated by the locus coeruleus–norepinephrine (LC-NE) system. 
The LC-NE system is a network of neurons that has wide-spread projections throughout the cortex. Changes in 
LC-NE system activity are strongly associated with changes in pupil diameter81. However, the underlying neural 
mechanisms modulating pupillary changes may encompass networks that go beyond the LC-NE system, and 
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may be driven by other networks that modulate arousal states32,82. Animal studies demonstrate some support for 
this idea, with pupil diameter indexing momentary changes in arousal states and indicative of task performance 
under challenging listening conditions30,81,83. These studies suggest a non-linear relationship between pupil-
indexed arousal and behavior.

Optimal states of arousal result in improved behavioral outcomes. However, task-evoked pupillary changes 
that are lower than the optimal state result in disengagement, and changes that are higher than the optimal 
state result in hyperarousal, both of which affect behavioral performance30. This potential tradeoff between 
effort and performance may follow an inverted U-shaped curve26such that increases in effort can benefit 
performance, but only to a certain extent. That is, when a listening situation becomes too difficult, increased 
listening effort is not necessarily beneficial26. The non-monotonic relationship between task-evoked pupil size 
and listening effort84may also help to explain our findings, wherein pupillary slopes at SNR 0 were not predictive 
of performance at this SNR level. Rather, task-evoked pupil diameter at SNR 5dB explained more variance in 
behavioral performance at SNR 0. This finding had a moderate effect size (f2= 0.653, ~ 70% power) and was 
statistically significant, even in our limited sample size of sixteen participants. This suggests that an individual 
who had reached their optimal, intermediate listening effort level at SNR 5 would have likely experienced a 
decrease in performance at SNR 0. Speech perception at SNR 0 for these individuals was likely too difficult, such 
that an increase in listening effort at SNR 0 did not benefit performance. Conversely, an individual who was 
approaching the optimal, intermediate listening effort level at SNR 5 would likely experience less of a decrease 
in performance at SNR 0 compared to someone who already surpassed their optimal performance level by SNR 
5. A follow up study with a larger cohort of younger and middle-aged adults with normal audiograms further 
replicate these relationships between listening effort and behavioral performance85. Thus, our results suggest that 
optimal listening effort to benefit speech in noise intelligibility occurs at moderately difficult SNR levels and this 
effort can be predictive of performance at more difficult SNR levels.

Increasing evidence suggests that extended high frequency hearing in listeners with normal hearing at lower 
frequencies contribute to speech perception in noise abilities86–88. In an exploratory analysis, we examined the 
potential contributions of subclinical variability in pure tone averages at 0.5, 1, 2, and 4 kHz and extended high 
frequency pure tone averages at 12 and 16 kHz to the variability observed in QuickSIN performance, listening 
effort, and EFR amplitudes (see Supplementary Material 1). Pure tone averages in the clinical and extended 
high frequency ranges were not significant covariates in any of the analyses, suggesting that the variability in 
QuickSIN, listening effort, and EFR amplitudes could not be explained by individual differences in hearing 
sensitivity in our young adults with clinically normal hearing.

In our study, neither the EFR slopes, nor the pupillary changes were directly related to QuickSIN task 
performance. Yet, together, they provided a greater proportion of variance explained compared to either metric 
in isolation. Pupillary dilations increased significantly for SNR 5, even though there was no added benefit or 
detriment seen in behavioral performance at that SNR (Fig. 4B). Interestingly, this change in pupil diameter at 
SNR 5 was a greater indicator for behavioral performance at SNR 0, compared to pupillary changes at SNR 0 itself 
(Fig. 5C). This suggests that perhaps the ability to expend effort to maintain performance at a less challenging 
SNR is more predictive of performance at harder SNRs. Future work will explore these interactions between 
SNRs and pupillary changes, as well as assess if either the sensory coding component or the top-down indices of 
effortful listening change independently or concurrently with hearing pathologies.

Methods
Participants
Nineteen English-speaking participants (mean age = 28.70, SD= 4.15 years) were recruited from the greater 
Boston, MA area to complete all portions of the study. Participants were self-reported proficient in English. 
Testing occurred over two sessions separated by less than one week apart. Three participants did not complete 
the electrophysiological session of the experiment, resulting in a final sample size of sixteen (6 male, 10 female). 
Cognition89,90, depressive symptoms55,91,92, and perhaps tinnitus93–95have each been shown to impact speech 
perception. Therefore, participant eligibility was determined on the first visit by screening for cognitive 
skills (Montreal Cognitive Assessment > 2596), depression (Beck’s Depression Inventory < 2197), and tinnitus 
(Tinnitus reaction questionnaire < 7298). All participants had normal hearing sensitivity with air conduction 
thresholds ≤ 25dB for octave frequencies between 250 and 8000  Hz and were not users of assistive listening 
devices (“Do you routinely use any of the following devices – cochlear implants, hearing aids, bone-anchored 
hearing aids or FM assistive listening devices?”, participant has to answer No for inclusion). Participants received 
monetary compensation per hour for their participation. This research protocol was approved by the Institutional 
Review Board at Massachusetts Eye and Ear Infirmary (Protocol #1006581) and Partners Healthcare (Protocol 
#2019P002423). All procedures were performed in accordance with the relevant guidelines and regulations 
therein. All participants provided informed consent.

Pupillometry
Stimuli and acquisition
Pupillary responses were recorded with a head mounted pupillometry system at a 30 Hz sampling rate (Argus 
Science ET-Mobile) while participants completed the Quick Speech in Noise (QuickSIN) test34. QuickSIN is a 
standard test of speech perception in noise that provides a measure of signal-to-noise ratio (SNR) loss, which 
indicates the lowest SNR level at which the listener can accurately identify words 50% of the time. The tests were 
administered using a Windows Surface tablet at a fixed distance from the participant. Each QuickSIN test list 
consisted of six sentences presented monoaurally to the right ear at 70 dB SPL masked in four-talker babble. The 
intensity of the four-talker babble was modulated to produce the following SNR levels: 25, 20, 15, 10, 5, and 0 dB. 
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Sentences were presented in descending order based on SNR level to match the testing procedure for QuickSIN 
in audiology clinics34. All participants completed two practice QuickSIN lists before completing four test lists. 
Participants were instructed to fixate on a point on the screen during listening and to repeat the target sentence 
to the best of their ability. Each target sentence contained five keywords for identification. The number of key 
words identified per sentence were recorded. Then, the proportion of keywords correctly identified for each SNR 
across all four test lists (20 total key words per SNR) was calculated for each participant.

Prior to QuickSIN testing, the dynamic range of the pupil was first characterized in each participant by 
sinusoidally varying the grayscale intensity of the screen from 0 (black) to 255 (white) at 0.05 Hz (i.e., 20  s 
periods). Four cycles of this dynamic range were presented. The screen brightness was then set to midpoint gray, 
and the ambient lighting in the testing room was adjusted to obtain a baseline pupil size in the middle of the 
dynamic range for each participant.

Pupillometry processing and analysis
Pupillary responses time-locked to the onset of the QuickSIN sentences were processed as described by Winn 
et al.99. Blinks and saccades were linearly interpolated from approximately 120 ms before to 120 ms after the 
detected noise33,100. Any trial containing blinks or saccades that were longer than 600 ms were removed from 
further analysis101. Baseline pupil size was calculated as the mean pupil size in the 3s prior to target speaker 
onset. Each data point was then normalized on a trial-by-trial basis by first subtracting the baseline pupil size 
then dividing by the baseline. The resultant pupillary data is expressed as the percent change in pupil size relative 
to baseline.

The pupillary responses were then averaged across all four test lists at each SNR level for each participant. 
We excluded SNR 25 from all further analyses, as visual inspection of the averaged pupillary responses at SNR 
25 showed different temporal dynamics compared to pupillary responses for the other SNRs. The difference in 
temporal dynamics at SNR 25 was likely due to the time related to familiarization for the task in each block, as 
SNR 25 was always presented first in each list. Pupillary responses time-locked to the onset of the target speaker 
were analyzed for the remaining SNR levels.

A growth curve analysis (GCA39; was used to obtain a measure of the slope of the pupillary response during 
listening from the onset of the target speaker. GCA uses orthogonal polynomial time terms to model distinct 
functional forms of the pupillary response over time. A GCA was fit using a first-order orthogonal polynomial 
to model the interaction with SNR level. This first-order model provided two parameters to explain the pupillary 
response. The first is the intercept, which refers to the overall change in the pupillary response over the time-
window of interest. The second is the linear term (ot1), which represents the slope of the pupillary response over 
time. The GCA model included fixed effects of SNR (20, 15, 10, 5, and 0; reference = 0) on the linear term with a 
random slope of the interaction between participant and SNR on the linear time term:

	 P upil ∼ ot1*SNR + (ot1 | Subject : SNR)

GCA were conducted in R102 using the lme4package103, and p-values were estimated using the lmerTestpackage104. 
Multiple comparisons were performed using the emmeans package. Adjusted p-values are reported using 
Benjamini-Hochberg Procedure to control for the false discovery rate105.

Electrophysiology
Stimuli and acquisition
Electroencephalography (EEG) for the EFRs was collected in an electrically shielded sound attenuating chamber. 
Participants were seated in a reclined chair and were instructed to minimize movements. The recording session 
lasted approximately three hours and participants were given breaks as necessary. Recordings were collected 
using a 16-channel EEG system (Processor: RZ6, preamplifier: RA16PA, differential low impedance amplifier: 
RA16-LID, TDT System) with two gold-foil tiptrodes positioned in the ear canals (Etymotic) with a sampling 
rate of 24,414.0625 Hz. Cup electrodes were placed at the Fz site and at both ear lobes, all referenced to a ground 
at the nape. Electrode impedances were below 1 kΩ after prepping the skin (NuPrep, Weaver and Co.) and 
applying a conductive gel between the electrode and the skin (EC2, Natus medical).

Envelope following responses (EFRs) were recorded to amplitude modulated (AM) tones. The stimulus 
carrier frequency was 3000 Hz with amplitude modulation rates of 40, 110, 512, and 1024 Hz. The 3000 Hz 
carrier frequency was chosen to allow the use of modulation frequencies up to 1024 Hz, while remaining within 
frequencies considered to be relevant to everyday communication. Stimuli were 200 ms long, presented with a 
3.1 per second repetition rate in alternating positive and negative polarities. A calibrated ER3A insert earphone 
in the right ear was used for stimulus presentation. Stimuli presentation level was 85 dB SPL. Stimulus delivery 
(sampling rate: ~100  kHz) and signal acquisition were coordinated using the TDT system low impedance 
amplifier and a presentation and acquisition software (LabVIEW).

Electrophysiology processing and analysis
EFRs were processed using a fourth-order Butterworth filter with a lowpass filter of 3000 Hz. The following 
highpass filter cutoffs were used for 40 Hz, 110 Hz, and 1024 Hz AM stimuli, respectively: 5 Hz, 80 Hz, and 
300  Hz. Fast Fourier transforms (FFTs) were performed on the averaged time domain waveforms for each 
participant at each AM rate starting 10 ms after stimulus onset to exclude ABRs and ending 10ms after stimulus 
offset using MATLAB v2022a (MathWorks Inc., Natick, Massachusetts). The maximum amplitude of the FFT 
peak at one of three adjacent bins (~ 3 Hz) around the modulation frequency of the AM rate is reported as the 
EFR amplitude. FFT amplitudes at ten frequency bins on either side of the peak 3 bins were averaged to calculate 
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the noise floor. The signal to noise ratio was calculated as the ratio of the max FFT amplitude at one of the three 
center bins to the noise floor, expressed in dB.

A GCA was then fit to model EFR amplitudes across each AM rate. The best-fit model that promoted model 
convergence and did not produce a singular fit contained a first-order orthogonal polynomial with a random 
slope of the linear time term (ot1) per participant that removed the correlation between the random effects:

	 EF R ∼ ot1 + (0 + ot1 | Subject)

Statistical analysis
Correlations between QuickSIN scores with EFR metrics and pupillary metrics were assessed using Spearman’s 
rank correlations due to non-normal distributions in the data. To examine speech intelligibility scores, a linear 
mixed effects model was fit with QuickSIN score as the outcome variable, a fixed effect of SNR level, and a random 
effect of participant. Multiple comparisons between SNR levels were performed using the emmeanspackage in 
R102. Adjusted p-values are reported using the Benjamini-Hochberg Procedure to control for the false discovery 
rate105.

A stepwise multivariate regression was performed to explain variability in QuickSIN at SNR 0 due to EFRs 
and pupillary responses. The outcome variable was QuickSIN performance at SNR 0, with the pupillary slope 
at SNR 0 and the EFR slope as predictor variables. The stepwise regression selected the best-fit model based 
on AIC and adjusted-R2 for each model that was calculated. The linear regression was performed in R using 
lme4package103. The stepwise regression was performed using the MASSpackage106. A post-hoc power analysis 
of the regression was performed using GPOWER107.

Data availability
The datasets generated during and/or analyzed during the current study are available in the Open Science 
Framework repository and can be accessed at https://osf.io/nt7ep/.
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